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Abstract: e-Newspapers are made up of complex multi article page layout. Accordingly, each individual article is 

divided into multiple blocks which are not in reading order sequence. This paper proposes an approach to reconstruct 

the articles which includes the task of article aggregation with the English text reading order of blocks. Therefore an 

interpolation model is used to combine a part of speech based and a word based n-gram language models to predict the 

word in a sentence. This sequence probability model identifies the correct sequence of the blocks of article in English 
e-newspaper. Consequently, the operation is conducted by computing the probability of sequence from the given corpus. 
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1. INTRODUCTION 

 

Identification of the sequence of blocks with the reading 

order is a challenging task. Since, the contents are divided 

into multiple unordered columns (blocks). A newspaper 

contains different articles in a page with different page 

layout and the position of each blocks in article is 

heterogeneous.  
 

Therefore this research paper proposes a methodology to 

identify an individual article with correct reading order 

and the sequence of the blocks of an article.  
 

The Natural Language Processing methods can be used in 

prediction sequence of blocks and access the likelihood of 

various premises. The word prediction technique is used 

for guessing the following word which is likely to 

continue a given initial text fragment. Word prediction 

model helps in assigning a probability to the next word in 

a partial sentence. This prediction is connected to the 
computing probability problem of a sequence of words. 

The statistical modeling of the language is a baseline for 

predicting words. In statistical modeling the selection of 

words is founded by the probability of a word which may 

appear in a corpus.  
 

A Markov model is a finite state machine used in 

probability theory to model randomly changing systems 

where it predicts the future state depends only on the 

current state. It  means that the next state depends only on 

the current state and is independent of previous history. 

The two models n-gram model and Hidden Markov Model 

are used in this work. The two models are combined 

together to efficiently identify the sequence of blocks in 

news article. 

2. LITERATURE SURVEY 

 

A survey is conducted to identify different techniques to 

predict the upcoming words of a sentence in different 

languages especially for English language. Word 

prediction is an essential and complex task in the natural 

language processing to predict the correct sequence of 

word to complete a sentence in a very meaningful way. 
Currently there are different word prediction tools like 

Auto complete by Microsoft, Autofill by Google Chrome, 

TypingAid, LetMeType etc are available [14]. These tools 

will predict the words while typing the text on various 

devices. However in this work words are predicted while 

reading the content from newspapers blocks with the 

appropriate reading order of text and sequence of blocks.  

 

 In (2007) [11] Sachin Agarwal & Shilpa Arora  proposed 

a context based word prediction system is proposed for 

SMS messaging in which context is used to predict the 
most appropriate word for proper English words. In this 

work, the Hidden Markov Model for POS tag sequence 

and n-gram for word sequence prediction are used. These 

models are the machine learning algorithms to predict the 

current word given its code and previous words part of 

speech. The algorithm proposed in [11] predicts the 

current word after training a markov model using Enron 

email corpus. Whereas in (2014) [1] predicting the part of 

speech tag of an unknown word in a sentence for Sinhala 

language. The prediction is done by using Hidden Markov 

Model for POS tagging of text.   

 
In (2015) [10] Xiaoyi Wu, et.al had proposed an 

exponential interpolation model to integrate a part of 

speech based language model with a word based n-gram 
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language model to complete a sentence with proper word 
prediction. A model based on partial differential equations 

is used which can mathematically model elements in the 

natural language processing and to improve the sentic 

computing methodology. Whereas in (2015) [9] Md. 

Masudul haque, et.al advocate an endeavor where the 

word completion and word prediction are two important 

phenomena in typing that benefit users who type using 

keyboard or other input devices. It will also assist user to 

spell any word correctly and to type anything with fewer 

errors. They focus on the problem when given words are 

not in the training corpus then the probability of the 
sentence will be zero for the cause of multiplication. To 

solve the problem a back-off method is used where for 

trigram model the word sequences will follow trigram 

probabilities at first, if it could not match then word 

sequence will follow bigram model and predict at least a 

word. If it still not matched, then Unigram probabilities 

are followed. Back off n-gram modeling is a non-linear 

method. 

 

The number work conducted on part of speech and n-gram 

models previously used has an extensive impact on the 

current system. Consequently in many cases each one of 
these language models explores and captures separately 

specific phenomena of natural language. Part of Speech is 

an application which uses different kinds of information to 

retrieve suitable tag for each word. The different 

information are dictionaries, lexicons, rules and many 

more. It consists of two types of taggers namely rule based 

taggers and stochastic taggers. Therefore this work build a 

complex language models which capable of integrating all 

language components such as syntactic, semantic and 

morphological structures. Thus this work proposes an 

interpolation language model which combines word based 
and POS based language model. 

 

3. PREDICTION METHODS 

 

The work mainly focuses on the issues of combining 

multiple blocks of an individual article with sequence of 

reading order. To overcome such issues, the word 

prediction language model with the partial differential 

equation is used. In addition,an interpolation model based 

on natural exponential interpolation of a word based n-

gram model and part of speech language model is also 

used. The nature of work identifies the reading order of the 
text in the blocks of English newspapers. It means that the 

sequence of the blocks are identified while predicting the 

sequence of the text for a sentence. The work aims at the 

combination of two methods one is sequence of part of 

speech tagging and the other one is the sequence of words 

in sentences to determine the word. Therefore the 

associated probability of both part of speech based Hidden 

Markov Model and word based n-gram model is checked 

to predict the word in sequence. As a main model the n-

gram model is more effective in word prediction in a 

sentence. However the combination with POS based 
language models provides additional information to 

predict the sequence of words, sentences and the blocks of 

articles in English Newspapers. 

 

3.1) Word based Language Model:  

An n-gram model is a contiguous concatenation of n items 

where it identifies the next word from a given sequence of 

text. Consequently, this is one such type of probabilistic 

language model for predicting the next item in the form of 

a (n-1) order Markov model. The advantages of n-gram 

models are simplicity and scalability with larger value n. 
The n-gram model can store more contexts with a well 

understood space, time tradeoff enabling small 

experiments to scale up efficiently.  

In an n-gram model the succeeding words (Wn) are 

predicted with a given context  (W1, W2,…Wn-1) to 

calculate the probability function P(Wn | W1 …. Wn-1 ) by 

using Bayes theorem 
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Formally n-gram model is denoted by P(Wi | W1 …. Wi-1) 

≈ P(Wi | Wi-(n+1)  ……. Wi-1) when n=1 called as unigram, 

when n=2 called as bigram and when n=3 called as trigram 

model. The probability of words are identified from a 

training corpus to construct the model. The implemented 

n-gram prediction algorithm assumes that one can predict 

the next word in a phrase based on the previous n-1 words 

(Markov approximation). Thus, the probability of the 

occurrence of a word depends only on the previous words 

which is called markov assumption [5]. Bigram model is 
also known as first order markov model and Trigram is 

second order markov model. Whereas, quadrigram is third 

order markov model. Similarly the model is known to be 

an n-1 markov model which looks into last n-1 words in 

the past for the prediction of current word. 

 

An unigram model considers only the fixed occurrence of 

the word in the news article. If a block ends with few 

starting letters of a word then the rest part of letters are 

searched in the article to build a continuation with the 

sequence of blocks in the article. In this model the most 

regular words that begin with few known letters of the 
word in progress are predicted. The bigram, trigram, …, n-

gram models are considered whenever there is a sequence 

of words or the probability that each word follows with 

previous words in the blocks of article.  

 

The disadvantage of word n-gram language model is its 

large number of parameters.[4] Another disadvantage of 

the word n-gram language model is its high dependence on 

the training corpus. Henceforth Hidden Markov Model can 

also be used with this model where words are also 

predicted based on part of speech tag. 

https://www.google.co.in/search?biw=1366&bih=623&q=define+advocate&sa=X&sqi=2&ved=0ahUKEwjrjJ-I5LPOAhXLvo8KHeONA4sQ_SoILTAA
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3.2) Part of Speech based Language Model: 
Part of speech based Language Model is the system which 

predicts the next POS tag to be produced in the current 

sentence and it reduces the the amount of the word which 

is read. In other words a syntactic predictor has rights to 

the below sequence of words and POS tags to predict the 

current word. The POS tags ti-2 and ti-1 of the words Wi-

2 and Wi-1 respectively are the previous words of a 

sentence taken to predict  current word CWi. 

… Wi-2/ti-2, Wi-1/ti-1, CWi 

In natural language processing part of speech tagging is 

the process of making up a word in a text related to a 
particular part of speech. The POS tag is based on its 

definition and context of a word. Hidden Markov Model 

(HMM) is intimately associated with n-gram models and 

widely used as a computational model for language 

processing. HMM identifies the sequence of part of speech 

tagging for the words of sentences. For instance a noun 

followed by a verb, there after the probability of next item 

may be a preposition, article or noun. The use of certain 

major POSs such as noun, verb, adjective, etc along with 

inflections like gender (masculine, feminine, neuter), 

number (singular, plural, neuter) and person (1st, 2nd, 3rd, 

1st/3rd) can generate accurate POS-based word predictors 
with a comparatively low-speed list of expected words [2]. 

Thus, an initial POS tagset was first derived by selecting 

the most functional POS tags corresponding to English. 

Eventually, the model can identify the probability of next 

POS tag which can be occur at the end of each block and 

switch the reading order to the next block while 

connecting the proper words to the sentence. Therefore 

Markov models extract linguistic knowledge automatically 

from large corpora and does part of speech tagging. 

The prediction of part of speech tag can be extended to 

include as many previous words as desired. However in 
this paper we considering maximum of two previous 

words in the prediction model (3−POS model). The 

difference lies in the calculation and the tag can efficiently 

be predicted with previous two words tagset.  

 

3.3) Dictionaries:  

The general dictionaries plays a fundamental role in the 

natural language processing task. It contains huge number 

of words and sentences taken from different sources such 

as newspapers, magazines, academic journals etc. The 

classified text are needed to the text used for training the 

model. A large data set of text word in English is used 
which is collected from different newspapers and other 

sources. A corpus comprising of words, its POS tags and 

word frequencies which provides information about each 

word required to support all the word prediction methods. 

Hence the next possible words are proposed based on the 

probability established on the corpus provided.  

 

3.4) Exponential Interpolation Model 

Considering the word based n-gram model plays an 

important role in predictive modeling systems and can be 

improved  in combination with a part of speech based 
language model[3].  The word prediction system is taken 

as an important element within the context of natural 

language processing [4]. In this regard this paper presents 

an interpolation language model which is determined by 

the exponential combination of a part of speech based 

language model and word based n-gram language model. 

 

 
 

An interpolation language model integrates the benefits of 

each language model and assuming the language modeling 

as a natural system problem [3]. Here the relationship 
between independent models and the mathematical models 

are merged. The main challenge involved in modeling 

using differential equations, which are used to formulate 

the equations describing the problem from a set of limited 

information of the system. Since the overall goal of the 

interpolation model is to incorporate the benefit of two 

language models. 
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The interpolation model based on geometric interpolation 

has some negative characteristics that occur when, any 

independent language model has a zero probability 

causing the interpolation model to present a zero 

probability output. The new interpolation model (2) can be 

found by solving geometric interpolation model (1) [3].  
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It is worth noticing that the proposed interpolation model 
has a form that is similar to conventional maximum 

entropy model. [3] It addresses the difficulty of building 

interpolation models and opens the way for the use of 

different mathematical tools to analyze the language 

modeling process[4]. 

 

4. IMPLEMENTATION 

 

Word prediction language model is used to connect 

reading order of text in the blocks. The text each 

Word based language 
model 
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individual blocks can be read but it is difficult to get the 
correct reading order when it has to shift to the next block 

which should come in sequence. Thus the system predicts 

POS tag as well as the corresponding word which likely 

should come as an upcoming word in a sentence. 

Therefore word prediction model combines the part of 

speech based model with word based n-gram model. The 

following algorithm identifies the correct sequence in 

multiple blocks of an individual article. 

 

Algorithm: 

step 1) Read blocks of news article. 
step 2) Read the first block and at the end of a block read 

the last sentence. 

step 3) Predict the upcoming word of a sentence with n-

gram model. )|( )1(  niigramn WWP  

step 4) Preprocess the block while assigning the part of 

speech tag for each words and retrieve the last sentence of 

the block. 

step 5) Predict upcoming Part of Speech tag for the 

sentence with Hidden Markov Model.  

 
step 6) Develop an interpolation model for step 3 and 5. 
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step 7) Identify the list of words which most likely to 

follow the sentence. 

step 8) Match the words with the first word of the 

remaining blocks of an article. 

step 9) If  match found then read the content of the next 

block with the continuation to the previous block and 
repeat from step 3 to 9, until end of article.  

step 10) Retrieve the blocks of an individual article in 

sequence.  
 

Initially this work is driven by the hypothesis that n-gram 

models could be more effective in word prediction task. 

However the combination of POS based language models 
to the work proposes a novel exponential approach based 

theoretically on partial differential equations. As in many 

natural processes, the differential equations characterize a 

particular system which has been observed and, can be 

possible to extract relevant information about them.  

 

5. EXPERIMENTAL RESULT 

 

 The system searches for the most probable word to 

identify the reading order of the news article blocks. 

However the probability given by the interpolation model 
is the list of predicted words making it to have a correctly 

predicted word count. In order to evaluate the word 

prediction system with different interpolation models, the 

experiments have been conducted with the text blocks of 

news article. In order to evaluate the proposed word 

prediction model with n-gram model, the experiments 

have been conducted with the different English 
newspapers. 

 

 
Figure1: Example-The blocks of news article are 

identified with reading order. 

 

 The results are presented in Table1, considering the word-

based n-gram model as a measure. The comparative 

improvements were evaluated and presented in Table. The 

result shown in table1 is the efficiency of correctly 

identified individual article among number of blocks 

which is calculated by f-measure. F-Measure is defined as 

the harmonic mean of precision and recall. In information 

retrieval system precision can be described as positive 

predicate value such as fraction of retrieved instances. 

Whereas recall is a sensitive and fraction of relevant 
instances. Table1 shows the experimental result of the 25 

tested newspapers.  

 

Table 1: Experimental result 

 

News 

paper 

Art

icle 

Blo

cks 

N-Gram 

Model (%) 

Interpolation 

Model (%) 

1 6 24 52 57 

2 5 20 85 86 

3 6 26 94 94 

4 7 21 65 68 

5 8 28 82.5 87.5 

6 5 22 78.5 83.5 

7 9 32 91 96 

8 5 20 95 96 

9 8 29 90 92 

10 4 20 58.5 63.5 

11 6 24 98 98.2 

12 7 27 63 68 

13 5 25 49 54 

14 6 24 87.5 92.5 

15 7 20 87 92 

16 8 26 87.5 92.5 

17 9 27 95 95.1 

18 6 24 83 88 

19 7 20 91 93.2 

20 4 26 88 90 

)|( )1(_  miiposm tWP
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21 5 26 93.5 98.5 

22 7 24 97 99 

23 8 20 89 92.5 

24 6 18 87.5 92.5 

25 6 20 88 87.5 

 
The proposed method identifies the reading order of 

sentence from one block to other block and merger the 

content and extract individual article. From the table1 it is 

understood that the aggregation of POS based and word 

based models gives more accurate result than word based 

n-gram model. 

 

 
Figure 2: Graphical Representation of the result 

 

The result given in table is further analyzed with manually 

identified individual article.  
 

 

  Accuracy =  
 
 

The accuracy is 98.8% and the 1.2% of error is due to the 

size of corpus and other typographic feature of newspaper 

such as addition of related sub article in a main article or 
addition of jumpline section to continue to following 

pages.   

 

CONCLUSION 

 
In this work the blocks of an individual article is identified 
efficiently with the reading order from English e-

newspaper. To establish a connection from one block to 

the other, word prediction model is used. Word prediction 

technique refers to the systems which are used to guess the 

letters, words or phrases that are liable to follow a given 

piece of text. Thus word based n-gram language model 

play an important role in predictive modeling systems. 

Moreover the work proposes an exponential interpolation 

language model, that combines a word based model with a 

part of speech based language model to predict the 

sequence of words in an article blocks more efficiently. 

Thus the combination language model gives an accurate 

result than a word based n-gram model alone. It can also 
be improved by finding other linguistically relevant factors. 
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